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Abstract: Sabato G., Scardino G., Kushabaha A., Chirivì M., 
Luparelli A. & Scicchitano G., Automatic seagrass banquettes detection 
from surveillance camera images with Detectron2. (IT ISSN 0391-9838, 
2022).

In recent years, machine learning and deep learning methodologies 
have gained increasing attention in various fields of research, including 
environmental studies. Some algorithms with deep learning can be used 
to identify coastal features, detect changes over time, and monitor human 
activities on the coast, providing important information for sustainable 
coastal management. This study presents the application of the Detectron2 
algorithm for monitoring a beach and verifying the presence or absence of 
stranded seagrass banquettes from video surveillance system images. The 
algorithm enables quick and automatic detection of these features, provid-
ing a valuable tool for beach managers and researchers alike.

Key Words: Deep Learning, Seagrass, Detection, Beach Monitoring.

Riassunto: Sabato G., Scardino G., Kushabaha A., Chirivì M., 
Luparelli A. & Scicchitano G., Rilevamento automatico di banquette 
di Posidonia con Detectron2 da immagini di telecamere di sorveglianza. (IT 
ISSN 0391-9838, 2022).

Negli ultimi anni, metodologie di machine learning e di deep learning 
hanno acquisito sempre più attenzione in vari campi di ricerca, compresi 
gli studi ambientali. Nello specifico, taluni algoritmi di deep learning 
possono essere utilizzati per identificare alcune caratteristiche delle co-
ste, rilevare i cambiamenti nel tempo e monitorare le attività umane nelle 
aree di studio, fornendo così informazioni importanti per una gestione 
sostenibile. Questo studio presenta l’applicazione dell’algoritmo De-
tectron2 per monitorare una spiaggia e verificare la presenza o l’assenza 
di banquette di posidonia spiaggiate, il tutto da immagini acquisite da 

un sistema di videosorveglianza. L’algoritmo consente una rilevazione 
rapida e automatica delle banquette, pertanto potrebbe risultare uno 
strumento prezioso sia per i gestori delle spiagge che per i ricercatori 

Termini Chiave: Deep Learning, Posidonia, Rilevamento, Monito-
raggio costiero.

INTRODUCTION

In this study we present a deep learning-based system 
for automatic seagrass banquettes detection that can ana-
lyze images from surveillance cameras. This system is ca-
pable of quickly and automatically detecting the presence 
or absence of seagrass banquettes on the analyzed beach, 
making it a versatile tool for multiple applications.

Posidonia oceanica is a species of marine phanerogam 
playing an important ecological role in the coastal ecosys-
tem (Cullen-Unsworth & alii, 2014), providing habitat and 
refuge for numerous marine species, protecting the coast 
from erosion, and contributing to water purification (Way-
cott & alii, 2009).

The stranding of the remains of P. oceanica (dead leaves, 
rhizomes, fibrous remains) is a natural phenomenon that is 
observed annually on coastlines (fig. 1), especially following 
autumn and winter storms. The accumulation of stranded bio-
mass, combined with sand, forms structures known as “ban-
quettes” that can reach up to 2 meters in height and stretch 
for hundreds of meters, depending on the geomorphological 
setting of the coast (Boudouresque & alii, 2012). In general, 
banquettes are mainly composed of Posidonia leaves, whose 
ribbon-like shape and accumulation method give the mass 
a very compact and elastic lamellar structure, and in some 
beach systems also sediments and rhizomes can be import-
ant and concur in the composition of banquette (Simeone & 
alii, 2022). However, their elastic nature makes them tempo-
rary deposit forms that are easily deformable by the action of 
incident wave motion. Banquettes, along with their floating 
fraction, play an important role in the mechanical protection 
of beaches against erosion (Simeone & De Falco, 2012), hin-
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dering the action and energy of wave motion and contribut-
ing to the stability of beaches (Vacchi & alii, 2017). Moreover, 
they provide a direct and indirect contribution to the life of 
animal and plant biocenoses on the beach (Ruju & alii, 2022), 
as the degradation products of accumulated leaves release 
large amounts of essential nutrients for the flora and fauna 
of the entire coastal zone. However, the presence of stranded 
Posidonia oceanica remains pose an increasingly significant 
problem. While it is useful to keep them in place to hinder 
beach erosion and promote productivity in coastal waters, 
their presence in tourist beach areas can discourage bathers 
due to the floating residues and odors that develop during 
bacterial degradation processes. These aspects lead to a de-
crease in the tourist value of the beach itself, requiring local 
administrations to remove such deposits to make the beaches 
more enjoyable (Borrello & alii, 2010). Overall, banquettes are 
a double-edged sword, providing valuable ecosystem services 
while also posing challenges for beach management. The fate 
of banquettes is part of the broader issue of management of 
stranded biomasses and, in particular, how they should be 
handled. Public authorities involved have mostly resorted to 
temporary and emergency solutions, including expensive col-
lection and disposal in landfills (Mossone & alii, 2019). Gen-
erally, removal is carried out before summer using mechani-
cal means that remove large amounts of sand along with the 
leaves, without considering the nature of the coastline being 
intervened upon (De Falco & alii, 2008). This may accelerate 
erosion and compromise the integrity of the coastal habitat, 
forcing local administrations to undertake costly interven-
tions for coastal protection and beach nourishment. Efforts 
should be made towards a more sustainable and integrated 
management of stranded biomasses, taking into account 
both their ecological value and the potential risks associated 
with their presence on tourist beaches. This requires a great-
er understanding of the dynamics of biomass accumulation 
and degradation on beaches, as well as the development of 
innovative and cost-effective solutions for their management 
and reuse (Potouroglou & alii, 2017). In the beaches that have 
been ascertained to be in a critical state of erosion and in pro-
tected natural areas, where cleaning and removal operations 
of Posidonia on the beaches are not systematically carried out 
as in tourist beaches, but only when necessary and almost 
exclusively for the removal of anthropogenic waste, mechan-
ical means are not allowed. Therefore, these operations must 
be carried out using manual tools that do not significantly 
remove sediment (MATTM-Regioni, 2018). This approach 
ensures that the natural dynamics of the beach ecosystem 
are preserved, while still allowing for the removal of waste to 
maintain the environmental quality of protected areas. It also 
highlights the need for a case-by-case evaluation of the most 
appropriate management strategies for coastal areas, taking 
into account both ecological and socio-economic factors (Bo-
rum & alii, 2004).

Moreover, the accumulation of Posidonia oceanica 
washed ashore are key indicators of coastal erosion and ex-
treme weather events such as storms or high tides.

Coastal retreat is a consequence of coastal erosion and 
occurs when the coastline moves inland due to land loss. 
This phenomenon can have significant environmental con-
sequences, such as the loss of natural habitats, reduction 

of biodiversity, and increased risk of flooding. Therefore, 
monitoring coastal erosion and retreat is critical to prevent 
damage to coastal communities and the environment.

According to the latest report from ISPRA (Istituto Su-
periore per la protezione e Ricerca Ambientale), 841 km of 
coastlines in Italy are affected by erosion, accounting for 
17.9% of the low-lying Italian coasts (Trigila & alii, 2021). 

Some studies have been conducted using coastal vid-
eo-monitoring (Simeone & alii, 2013) to assess the marine 
conditions related to the formation and destruction of ban-
quettes and evaluate their role in the protection of sandy 
beaches (Gómez-Pujol & alii, 2013), but an implementa-
tion with deep learning could bring further benefits. The 
utilization of such a system offers the possibility of having 
immediate feedback on the effects of atmospheric events 
occurred. Additionally, it would be possible to perform 
analyses remotely that would normally require site visits 
and thereby overcoming associated logistical challenges 
and the easy creation of information databases.

Machine learning and deep learning are two artificial 
intelligence techniques that are finding multiple applica-
tions in the analysis of beaches. By processing satellite im-
ages or video recorded by surveillance cameras, for example, 
machine learning algorithms can be used to identify and 
classify various elements of the coastal landscape, such as 
the presence of Posidonia oceanica banquettes or beach mor-
phology based on current and tidal dynamics (Scardino & 
alii, 2022). Furthermore, deep learning allows for the devel-
opment of highly specialized algorithms for the detection of 
specific coastal landscape features, improving the accuracy 
and efficiency of monitoring and analysis systems (Shrestha 
& Mahmood, 2019). This has a positive impact on beach 
management, enabling a more accurate assessment of their 
situation and a timelier response to any emergencies.

Detectron2 is a powerful object detection platform, 
delevoped in Python by Meta, that has been completely 
revamped from the ground up. It was originally based on 
maskrcnn-benchmark and has since been implemented in 
PyTorch. The new modular design of Detectron2 makes it 
incredibly flexible and extensible, allowing for fast training 
on single or multiple GPU servers. It offers high-quality 
implementations of state-of-the-art object detection algo-
rithms, including DensePose and panoptic feature pyra-
mid networks. It also includes numerous variations of the 
pioneering Mask R-CNN model family (He & alii, 2017), 
which were also developed by FAIR. The platform’s exten-
sible design makes it easy to implement cutting-edge re-
search projects without having to fork the entire codebase. 
Overall, the system is a highly capable platform that offers 
advanced object detection capabilities and flexibility in im-
plementation. Its modular design and state-of-the-art algo-
rithms make it an ideal choice for researchers and industry 
professionals looking to develop cutting-edge computer 
vision applications (Yuxin Wu & alii, 2019).

The analysis of beaches through the use of machine 
learning and deep learning techniques thus has the po-
tential to improve knowledge of the coastal landscape and 
support sustainable planning and management of coastal 
areas, contributing to the protection of the marine environ-
ment and increasing the tourism value of beaches.
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METHODS

Data Acquisition and Preparation

The initial step involves selecting a coastal area for 
study. A large number of images are necessary for com-
prehensive analysis. In our case, the systems were tested 
using images from a surveillance camera located in Torre 
Canne beach, in the municipality of Fasano (BR) in the 
southern region of Puglia, Italy (fig. 2). The images were 
provided by the “ex Interregional Basin Authority of Pug-
lia”. Torre Canne is a hamlet of the municipality of Fasano, 
located approximately 8 km from the municipal center and 
about 50 km from Brindisi. During the summer-autumn 
period, Torre Canne hosts nearly 10,000 inhabitants, while 
during the winter-spring period, it accommodates around 
400 inhabitants. The coastal resort, with its white and fine 
sandy beaches, falls within the Regional Natural Park of 
Coastal Dunes from Torre Canne to Torre San Leonardo, 
established in 2006. It features a typically maritime cli-
mate, thanks to the moderating influence of the Adriatic 
Sea, with less pronounced seasonal temperature variations. 
The symbol of the hamlet is the lighthouse built in 1929, 
which illuminates the coastline, the cliffs, and the entire 
surrounding sea.

Installation

It is necessary to set up the entire Detectron2 script by 
creating the environment with the necessary and suitable 
requirements for its proper functioning. For convenience 
and better performance, we opted to install the system on 
the Google Colaboratory platform, which provides tempo-
rary high-performance workstations (Carneiro & alii, 2018).

Image Labeling and Data Augmentation

This step involves labeling the images to create the 
training dataset. It can be performed using various online 
annotation systems or software. There are different label-
ing formats, so it is important to choose the desired output 

based on the neural network used. The duration of this 
process varies since labeling must be manually performed 
by an operator, and naturally, the more images processed, 
the more accurate the result will be. In our case for label-
ing, we used MakeSense (Piotr Skalski, 2019) and CVAT 
(MIT License, 2018) software tools; afterwards we convert-
ed the dataset for Detectron2 using Roboflow (Dwyer B. 
& alii, 2022).

For this work, we used two datasets (tab. 1). To increase 
it we used augmentation techniques such as horizontal flip-
ping, saturation adjustment, and resizing.

Training Model Process and Factors

The step involves training our dataset to enable the sys-
tem to recognize and segment different areas in an image, 
according to classes previously annotated. The computa-
tion time for the operations depends on various factors, 
primarily the computing power. Since training models in-
volves Convolutional Neural Network (CNN) and image 
processing steps, there will be a significant use of resourc-
es, especially the CPU or the GPU and the RAM. More-
over, it would be advisable to delegate the process not to 
simple CPUs but to GPUs which have specialized function-
al units as the “tensor core” unit, able to execute vectorial 
mathematical operations, hence a high degree of comput-
ing parallelization. This feature also meet the growing de-
mand for higher performance for deep learning (Raihan & 
alii, 2019). In our case, the features provided by the Google 
Colab workstation were as follows:

•	 GPU: NVIDIA Tesla T4 16GB 
	 Driver Version: 525.85.12 
	 CUDA Version: 12.0

•	 RAM: 12.7 GB
The second factor that influence time and accuracy 

of the trained model is the setting of the hyperparame-
ters (Yang & Shami, 2020). These are the parameters of a 
deep learning model that are not directly learned during 
the training process. Instead, they are manually selected 
by the user or through automatic hyperparameter search 

Fig. 1 - Seagrass banquette.
Fig. 2 - Study area Torre Canne. The webcam location is indicated by white 
triangle (dataset property of ex Interregional Basin Authority of Puglia).
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techniques and are used to control the behavior of the 
model during training and its generalization ability. Some 
examples of hyperparameters include the learning rate, the 
number of epochs, the batch size, etc. The correct choice 
of hyperparameters is crucial for obtaining a deep learn-
ing model that has good generalization ability and does not 
suffer from overfitting or underfitting (Zhang & alii, 2019).

All the hyperparameters used for the computations are 
listed in tab. 2.

Testing and Application

Detectron2 model has been trained using a deep learn-
ing technique called “transfer learning”. It is necessary be-
cause training deep learning models requires a lot of com-
putational resources, time, and suitable training data. In 
addition, often the available training data is limited and not 
representative of the variety of cases that the model may 
encounter in a real-world environment. Transfer learning 
allows the use of deep learning models that have already 
been trained on large amounts of data and on similar prob-
lems to the one being solved. This approach allows the 
knowledge gained from the pre-trained model to improve 
the efficiency and accuracy of the model on limited or dif-
ferent training data.

In practice, transfer learning involves using a pre-
trained deep learning model on a large dataset and up-
dating the last layers of the model on a specific dataset of 
interest (Zhuang & alii, 2021). This approach allows the 
knowledge gained during the pre-training of the model to 
improve the model’s ability to generalize to new data. The 
system uses a technique called instance segmentation to 
perform object detection and segmentation in images. It 
involves creating a pixel-level mask for each object in an 
image, allowing for more precise object boundaries and 
identification of overlapping objects. Both use a two-stage 
approach for object detection and segmentation. The first 
stage generates a set of candidate object regions, while the 
second stage refines these regions and assigns object class 
labels and pixel-level masks (Hafiz & Bhat, 2020; fig. 3).

These models are trained on large datasets of annotated 
images, allowing them to learn to recognize and segment 
objects with high accuracy.

During inference, the models can then be applied to 
new images to detect and segment objects, such as the 
coastal features mentioned earlier.

After verifying the accuracy of our trained network, it is 
possible to perform detection and segmentation of selected 
areas (classes). By submitting an input image, the algorithm 
can return different colored masks applied to differentiate 
the various recognized objects and the percentage of accu-
racy of the recognition.

Fig. 3 - Block diagram of CNN used for the detection and segmentation 
of Posidonia leaves from video frames.

RESULTS AND DISCUSSION

Results indicate that, with a limited test dataset, Detec-
tron2 is already able to perform the detection of the fea-
tures of interest (figs. 4-6). Posidonia banquette recognition 
rates as high as 99% directly from the first test, and the 
processing curves show that the training of the new model 
has produced excellent results both in terms of accuracy 
and regarding false positives and false negatives (fig. 7).

We have performed several processing steps with dif-
ferent parameters (tab. 2), and the major differences can be 
highlighted by comparing the first and the last detection 
with the Dataset 1.

As can be seen from the outputs on the same dataset 
(figs. 4-5), by increasing the training parameters, the al-
gorithm improves the precision of detection, managing to 
detect even smaller-sized banquettes. We conducted tests 
with Dataset 2 as well, which was labeled only with the Po-
sidonia class, and the result was similar to the first (fig. 6).

Table 1 - Dataset information

Dataset N. N. imgs Classes n. Class list N. imgs w/ aug. Train imgs Val imgs Test imgs

1 40 5 buildings, sea, sky, sand, and posidonia 96 84 8 4

2 49 1 posidonia 117 102 10 5

Table 2 - Processing parameters used for the training of CNN.

Elaboration Dataset N. Processed Imgs Architecture Max_Iter Eval_period Base_LR N_Class Training Time (min)

1 1 96 mask_rcnn_R_101_FPN_3x 5000 300 0.002 5 39

2 1 96 mask_rcnn_R_101_FPN_3x 8000 500 0.001 5 ~ 60

3 2 117 mask_rcnn_R_101_FPN_3x 4000 200 0.002 1 32
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In this case, it works with distant images always from 
the same perspective, which leads to a close correlation 
of applicability to the environment with which it was 
trained.

The results of detection depend on various factors, 
such as the image quality and the complexity of the ob-
jects present in the image. In general, convolutional neu-
ral networks have proven to be very effective in object 
segmentation in many applications. However, it is import-
ant to note that detection with CNNs is a computationally 
intensive process and requires a lot of computing power. 
Additionally, the CNN must be trained on a representa-
tive set of image data to achieve the best possible results. 
In any case, some of the benefits that can be obtained 
from such systems include:
1.	 Precision: CNN can identify objects in an image with 

high precision and create binary masks that accurately 
identify the area of each object.

2.	 Efficiency: thanks to the parallel processing capability 
of convolutional neural networks, CNN detection can 
be performed efficiently on large amounts of data.

3.	 Automation: CNN can automate the process of identi-
fying and segmenting objects in an image, reducing the 
need for human intervention.

4.	 Customization: CNN detection can be customized to 
fit the specific needs of the application, for example, by 
training the CNN on a representative set of image data 
to achieve the best possible results.
However, from the evidence, it can be concluded that 

training the model is sufficient to implement and correlate 
it to the new environment. Training is necessary only once, 
after which it will be possible to perform detection on all 
the images we have inserted for recognition.

By using a temporal denomination for the images with 
a daily frequency, for example, it will be possible to deter-
mine the presence or absence of the banquettes and also 

monitor their dynamics. One of the benefits of using sys-
tems like this is to reduce the workload on the operator 
who has to manually analyze and view the images and to 
obtain almost instantaneous results. The future develop-
ment could be involved in the automatic detection of the 
areal coastal features, in order to quantify continuously the 
coastal changes (Yang & alii, 2020) and the accumulation 
of Posidonia (Paquier & alii, 2020; Tomasello & alii, 2022). 
Furthermore, this approach could be relevant to integrate 
the assessment of mass balance in the mobile coastal sys-
tems (Scardino & alii, 2020), in order to model the high 
frequency in the coastal dynamic.

Fig. 4 - Output Detection 1. Fig. 5 - Output Detection 2.

Fig. 6 - Output Detection 3.
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All of this is in a continuous monitoring vision of a 
beach and evaluation of coastal erosion, marine ecosystem 
health, and tourist use of the areas of interest. The field 
of application is diverse and could be of interest especially 
for those institutions that deal with research, conservation, 
and monitoring of beaches.

CONCLUSIONS

In this study, we introduced a deep learning-based sys-
tem, specifically the Detectron2 framework, for the auto-
matic detection of Posidonia oceanica seagrass banquettes 
in surveillance camera images. Stranded remains of Po-
sidonia oceanica are becoming an increasingly significant 
issue. While it is beneficial to leave them in place to prevent 
beach erosion and enhance productivity in coastal waters, 
their presence in tourist beach areas can deter swimmers 
due to the floating debris and unpleasant odors that arise 
during bacterial degradation. These factors contribute to 
a decrease in the beach’s tourism appeal, forcing local au-
thorities to remove the debris to make the beaches more 
enjoyable.

The findings suggest that, even with a limited test 
dataset, the Detectron2 algorithms are capable of accu-
rately detecting the target features. In fact, the recogni-
tion rates for Posidonia banquettes were as high as 99% 
from the first test. Moreover, by increasing the training 
parameters, the algorithm can improve the precision of 
detection, allowing for the identification of even small-
er-sized banquettes.

The accuracy of object detection results depends on 
several factors, including image quality and the complexity 
of objects in the image. In general, convolutional neural 
networks, such as those used in Detectron2, have demon-
strated high effectiveness in object segmentation across 
various applications.

The incorporation of deep learning technology could 
yield even more advantages. The implementation of such 
a system would provide the opportunity for real-time feed-
back on the impacts of atmospheric events. Moreover, it 
would enable remote analysis that would typically require 
on-site visits, thereby overcoming logistical obstacles and 
facilitating the creation of comprehensive information da-
tabases. Utilizing systems like this could also alleviate the 
workload of operators who would otherwise need to man-
ually analyze and review images, enabling almost instan-
taneous results. This can facilitate continuous monitoring 
and evaluation of coastal erosion, marine ecosystem health, 
and tourist use of areas of interest. The applications for this 
technology are diverse and could be especially beneficial 
for institutions involved in research, conservation, and 
monitoring of beaches.
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